Q.1. Write a program in C/C++ to generate line segment between two points, by using DDA line
generation Algorithm. Your program should map each and every step of pseudo algorithm, in the form of
comments. What are the advantages and disadvantages of using DDA algorithm for line generation? List

the steps of the algorithm. Use this algorithm to draw a line with endpoints (2, 3) and (9, 8).
Ans:-

#Finclude =windows. he= o ile For The Windows Library
Finclude =gliglut. b= o For The OpenGlL3Z2 Librany

#Finclude =math. b= File For The Math Library
#Hinclude <stdio_h- der File For Standard InputtChutput

const float Pl=3.14;

vioid drawlLin 'n‘t\:ﬂ;??n)t wil,int x1,int w14 i input the line endpoint and
glBeg IMNTS); store the left endpoint in (D, vD)
gliC 1.0,1.0,1.0; and right endpoint {*1,y1)
-ﬂ-thl m={ doukle )y 1-y0 {1 -=0); N calculate the values of o and
double y=(doulble)y0; using ax=x1-x0, sy=v1-v0
uble x={doubde)x0;
iffm=1]) { N the values of Ax == A1 assign values of
while{x<=x1]) { stepes & W otherwise the values of steps as W
giVertex2d{x floor(y]):
printf{ "% f Y fin™, floory),x);
W=y # calculate the values of x and v increment
WA and assign the value x++ and y=y+m
¥
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doubde md=1/mn;

wihile(y==y1]} f{ Mwehile {y == yv1) compute the pixel and
givertex2di{floon=), v plot the pixel with v increment and ==x+m1
::,I'++:
w=
1
1
glEnd{};
T
wioid init{woid £ imit() method to set the color and projection
giClearColomn0_0,0.0,0.0,0.0);
giMatrichiods{ L PROJMECTICH);
glLoadldertitw] )
glCrtho{(D.0 100.0,0.0 100,000 100.0);
i
vioid displaywoid) # method to draw the line
I
L
giCleanGL_ OOl OR.  BUFFER._BIT);
drapwlimed10,10,90,907%; i walue of the line according™o coordinates
glutSwapBuffers();
¥
int main{int argc, char*™ argv{ & main fulfTeton
glutlnit{&argc_ argwv); A callipgeghafit] ) method
glutinitDisplayivMode(GLUT_DOUBLE|GLUT _RGB);, MealipdwuitinitDisplayiode]) method
glutlnitWindowSize (1100, 1 D0); fissekbg of the windows size
glutlnitWindowPositon( 200, 100); Jf =g windows position
JlutiCreate\WWindow (DD Line Drawing!™); horeating windows header name
Init ) Mealling imit} method
glutDisplayPunc{display); Mevcalling display method to draw the lins
glutainl oop{);
returm 0;
¥

Chutpoat:

o il e - oo ok Wil Thadlz
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Advantages of using DDA algorithm for line generation:
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(1) 1t is the simplest algorithm and it does not require special skills for implementation. DDA uses float
numbers and uses operators such as division and multiplication in its calculation. Bresenhams algorithm uses
ints and only uses addition and subtraction.

(2) It is a faster method for calculating pixel positions than the direct use of equation y = mx + b. It eliminates
the multiplication in the equation by making use of raster characteristics, so that appropriate increments are
applied in the x or v direction to find the pixel positions along the line path. °

(3) Fixed point DDA algorithms are generally superior to Bresenhams algoritm on modern computegs. The
reason is that Bresenhams algoritm uses a conditional branch in the3 loop and this result in frequegt brar?&is-
predictions in the CPU.
(4) Fixed point DDA also has fewer instructions in the loop body (one bit shift, one incremenpt and
to be exact. In addition to the loop instructions and the actual plotting. As CPU pipelines
predictions penalties will become more severe.

(5) It Due to the use of only addition, subtraction and bit shifting Bresenhams alg m is fa&ter than DDA in
producing the line.

(6) Fixed point DDA does not require conditional jumps, you can compute K n parallel with SIMD

eeper mis

(Single Instruction Multiple Data techniques. PY

Disadvantages of using DDA algorithm for line generation:
(1) The accumulation of round of error is successive addition ating point increments is used to
find the pixel position but it take lot of time to compute ghe pixe ition.
(2) The disadvantage of such a simple algorithm is that it is%geant for basic line drawing. The "advanced"
topic of antialiasing isn't part of Bresenham's algorithm @vdraw smooth lines, you'd want to look into
a different algorithm.
(3) Floating point arithmetic in DDA algorithm is sti onsuming.
(4) The algorithm is orientation dependent. Hgnc point accuracy is poor.

List the steps of the algorithm. lads algdrithm to draw a line with endpoints (2, 3) and (9, 8).
We know that the general equaty he [Tne is given below:
y=mx+c where m=(g1-y0)/(
Given (x0,y0)—(2, 1,yl) —(9,8)

—> m=(8-3)/(¥2) 3
¢ = yl-mx1 *0=11/7

So bMon of line (y=mx=c) we have...
OY I7)x+(11/7)
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DDA Algorithm Two case:
Case l:m = | Xi+1=xi+1
Yi+1 = Vi +m
Case2:m = | Xi+] =Xx;+(1/m)
Vie1 =¥+l ‘\
As0<m<1 soaccording to DDA algorithm case 1 V
Xi+1=Xi+ 1 Yi=] =Yyt m

Given (x0,y0)=(2,3) \
1) X1=x0+1=2+1=3 (b
Y 1=y0+m= 3+(5/7)=26/7 o \

Put pixel (x0, round y, Color) i.e.., put (3,5)

2) X2=x1+1=3+1=4
Y2=yl+m= 26/7+5/7=31/7 b
Put pixel (x0, round y, Color ) i.e.., put (4,5) @

Similarly go on till (9,8) reached.

Q.7 ri@ Bresenham Circle Generation Algorithm and use it to draw a circle with radius r = 10,

de IN§ positions along the circle octants in 1st Quadrant from x =0 to x = y. (10 Marks)

Ans:-
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Midpeint Circle Algorithm

(a) Input radius r and circle. center (x.. y.) and obtain the first point on the
circumference of the circle centered on origin as

(xp. o) = (0. 1) ¢

(b) Calculate mitial value of decision parameter as x)
5
= -] —¥
Po= -7 J Yo 4

(c) At each x; position starting at k = 0 perform following test. v
1) If pi <0 then next point along the circle centered on (0. 0) 15 (xg+1. ¥i)
and pre1=ppt 2xpep +1
2) Else the next point along circle 15 (xp+1. vp— 1) and
Pi+1= Pi T 2Xp+1— 2¥k-1
where 2x3+1=2(xy +1)=2x;+2 and 2yp_1= 2(yk — 1) =2yx— 2
(d) Determine symmetry points in the other seven octants.
(¢) Move each calculated pixel position (x. y) onto the circular path centered on
(xc. vc) and plot coordinate values x=x+x..yv=y+
(f) Repeat step (c) through (e) until x = y.
A

Solution: An initial decision parameter pp=1-r=1-10=-9
For circle centered on coordinate origin the initial point (xg. yg) = (0. 10) and initial
mnerement for calculating decision parameter are:

2_1'0 = (). 1_}10 =20

Using mud point algorithm point are:

ke P (X +1. Vi-1) 2xp+1 2vi_1
0 ~9  (1,10) 2 20
1 ~-6  (2.10) 4 20
2 -1 (3.10) 6 20
3 6 (4, 9) 8 18
4 ~3  (5.9) 10 18
5 8 (6. 8) 12 16
6 5 (7.7) 14 14

oS
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Q.3. What is line clipping? Compare Cohen Sutherland Line Clipping Algorithm with the Cyrus Beck
line clipping algorithm. Explain the Cyrus Beck line clipping algorithm with the help of an example. How
Cyrus Back line clipping algorithm, clips a line segment, if the window is non-convex? (10 Marks)

Ans:- Clipping: Clipping may be described as the procedure that identifies the portions of a picture lie inside
the region, and therefore, should be drawn or, outside the specified region, and hence, not to be drgwn. The
algorithms that perform the job of clipping are called clipping algorithms there are various types, such as\

* Point Clipping
* Line Clipping
* Polygon Clipping

* Text Clipping
* Curve Clipping

Line clipping: In computer graphics, 'line clipping' is the process of removing line Nions of lines outside
of an area of interest. Typically, any line or part thereof which is outside of t vie% ea is removed.

Line is a series of infinite number of points, where no two points G}M in between them. So, the
above said inequality also holds for every point on the line to be clipp W of line clipping algorithms

are available in the world of computer graphics, but we restrict ou joi?to the following Line clipping
algorithms, name after their respective developers:

1) Cohen Sutherland algorithm

2) Cyrus-Beck of algorithm

Compare Cohen Sutherland Line Clipping Al
Cohen Sutherland Line Clippings: This algdrit

ri ith the Cyrus Beck line clipping algorithm:

IS quife interesting. The clipping problem is simplified by
dividing the area surrounding the window redfon info fBur segments Up, Down, Left, Right (U,D,L,R) and
assignment of number 1 and 0 to respectivg seg s helps in positioning the region surrounding the window.
How this positioning of regions is performe&can be well understood by considering Figure 3.

A A A

1010 1000 1001
region 1 :  region? i region 3
P : e imans s peammnan e >
0010 Uﬂﬂﬂ 0001
region § Window resion 4
Covnrerrarmssssarasnns . I — >
0110 0100 0101
recion 8§ V region v. recion 5 -
-

Figure 3: Positioning of regions smrrounding the window
1) 1INy window region can be rectangular in shape only and no other polygonal shaped window is allowed.
2) Edgesof rectangular shaped clipping window has to be parallel to the x-axis and y-axis.
3) If end pts of line segment lies in the extreme limits i.e., one at R.H.S other at L.H.S., and on one the at top
and other at the bottom (diagonally) then, even if the line doesn’t pass through the clipping region it will have
logical intersection of 0000 implying that line segment will be clipped but infact it is not so.
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Cyrus Beck line clipping algorithm: Cyrus Beck Line clipping algorithm is infact, a para ne-clipping
algorithm. The term parametric implies that we need to find the value of the parameter t\n the parametric
Ip
ec

representation of the line segment for the point at which the segment intersects t ipping edge. For better
understanding, consider the Figure 9(a), where P Q is a line segment, which is in at the two edges of

than the Sutherland—Cohen algorithm which uses repetitive clipping.[1] is a general algorithm and
can be used with a convex polygon clipping window unlike Suth ofen that can be used only on a

rectangular clipping area. ‘@‘
Here the parametric equation of a line in the view plane is:
p(t)= tpi+(1=1)po

= po+t(p1 —po)
where0 <t <1

Now to find intersection point with the clipping yin e calculate value of dot product. Let pE be a point on
the clipping plane E.

Calculate ™ * (P(t) — PE)
if > 0 vector pointed towards interior

if = 0 vector pointed parallel to plane cq
if <0 vector pointed away from i
Here n stands for normal of theClije
By this we select the pointof interse
the line.

the convex window.
The Cyrus—Beck algorithm is a generalized line clipping algorithm®I d®fAgned to be more efficient
%B

iping p

ppifg plane (pointed away from interior).
on of line and clipping window where (dot product = 0 ) and hence clip

Note: The algorithm i le to the “convex polygonal window”.

X
>
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Figure 9(a): Interaction of line PQ and Window
b4

stulied in the course CS-60.

Now, just recall the parametric equation of line segment PQ, which @ ‘
ItissimplyP+t(Q-P)0<t<l1 ‘

Where, t — linear parameter continuously changes val

SP+Ht(Q-P)=(x1,yl) +t(x2-x1,y2-vyl) =(X,Y) point on PQ. ------ (¢D)]

For this equation (1) we have following cases:

1) When t = 0 we obtain the point P. @

2) When t = 1 we get the point Q.

3) When t varies such that 0 <t <1 the e en point P and Q is traced. For t = %2 we get the mid-
point of PQ.

4) When t < 0 line on LHS of P is traced.

5) When t > 1 line on RHS of Q is tigced.

So, the variation i meteryis actually generating line in point wise manner .The range of the
parameter values will i e p@rtion to be clipped by any convex polygonal region having n-
vertices or lattice pqints to cified by the user. One such clipping situation is shown in Figure 9(a).

Cyrus Back line clipping ' hm, clips a line segment, if the window is non-convex?

O
Q
>
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Solution: Consider the Figure 13, here, the window 1s non convex mn shape and PQ 1s
a line segment passing through this window .Here too the condition of visibility of
the line 15 tgmax < tmin and the line 1s visible from P + tgax (Q — P) to P + tygn (Q — P).
1f tmax € tmin then reject the line segment. Now. applying this rule to the Figure 13, we
find that when PQ line segment passes through the non convex window, it euts the

edges of the window at 4 points. 1 - Pg: 2 - Pr; 3 = Pg: 4 — P . In this example. o
using the algorithm we reject the line segment PQ but it 1s not the correct result.

Condition of visibilin 15 satisfied in region 1-2 and 3-4 only so the line exists there v
but in region 2-3 the LCllldlt].GIl is violated so the line does not exists.

p 4

? tmax
Pg

tmax = Tmin (Tj.SiblE:}
Py
e £ o (invisible)
Pe
Pe
tmax <= tmin (Visible)

P

.\.\ Tinax

Figure 13: Example Cyrus Beck Clipping
Q.4. Explain the Hom Coordinate System with the help of an example. Assume that a triangle
ABC has the coordm@} 0), B(5,8), C(4,2). Find the transformed coordinates when the triangle ABC
is subjected to th ise rotation of 45° about the origin and then translation in the direction of
vector (1, O)X uld represent the transformation using Homogeneous Coordinate System.
e

Ans:- HOMygeReous Coordinate System: In mathematics, homogeneous  coordinates or projective
coordinates, introduced by August Ferdinand Mabius in his 1827 work Der barycentrische Calciil," are a
system of coordinates used in projective geometry, as Cartesian coordinatesare used in Euclidean geometry.
They have the advantage that the coordinates of points, including points at infinity, can be represented using
finite coordinates. Formulas involving homogeneous coordinates are often simpler and more symmetric than
their Cartesian counterparts. Homogeneous coordinates have a range of applications, including computer
graphics and 3D computer vision, where they allow affine transformations and, in general, projective
transformations to be easily represented by a matrix.
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Let P(x.v) be any point in 2-D Euclidean (Cartesian) system.

In Homogeneous Coordinate system. we add a third coordinate to a point. Instead of
(x.v). each point 1s represented by a triple (x.v.H) such that HZ0: with the condition
that (x1.y1.H1)=(x2.y2.H2) «— x1/Hl =x2/H2 : y1/H1 = y2/H2.

(Here. if we take H=0, then we have point at infinity, 1.e.. generation of horizons).
-— )

Thus. (2.3.6) and (4.6.12) are the same points are represented by different coordinate
triples. 1.e.. each point has many different Homogeneous Coordinate representation.

2-D Euclidian System Homogeneous Coordinate System

Any point (x.y) > (x.v.1)

If (x.v.H) be any point in HCS(such that H#0):
Then (x.v.H)=(x/H.y/H.1)

(xH.v/H) g—eou-— (x.v.H)

Now. we are in the position to construct the matrix form for the translation with the
use of homogeneous coordinates.

)

For translation transformation (x,y) [(x+tx,y+ty) in Euclidian system, where tx and ty are the translation factor
in X and y direction, respectively. Unfortunately, this way of describing translation does not use a matrix, so it
cannot be combined with other transformations by simple matrix multiplication. Such a combination would be
desirable; for example, we have seen that rotation about an arbitrary point can be done by a translation, a
rotation, and another translation. We would like to be able to combine these three transformations into a single
transformation for the sake of efficiency and elegance. One way of doing this is to use homogeneous
coordinates. In homogeneous coordinates we use 3x3 matrices instead of 2x2, introducing an additional dummy
coordinate H. Instead of (x,y), each point is represented by a triple (x,y,H) such that H#0; In two dimensions the
value of H is usually kept at 1 for simplicity.

Thus, in HCS (x,y,1) — (x+tx,y+ty,1), now, we can express this in matrix form as:

1 0 0
(x.y.1=xyl) |0 1 0
ty ty 1

The advantage of introducing the matrix form of translation is that it simplifies the operations on complex
objects, i.e., we can now build complex transformations by multiplying the basic matrix transformations.
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In other words, we can say, that a sequence of transformation matrices can be concatenated into a single matrix.
This is an effective procedure as it reduces the computation because instead of applying initial coordinate
position of an object to each transformation matrix, we can obtain the final transformed position of an object by
applying composite matrix to the initial coordinate position of an object. Matrix representation is standard
method of implementing transformations in computer graphics.

a
Thus, from the point of view of matrix multiplication, with the matrix of translation, the other basic
transformations such as scaling, rotation, reflection, etc., can also be expressed as 3x3 homogeneous coordinate
matrices. This can be accomplished by augmenting the 2x2 matrices with a third row (0,0,x) and a third column.

That is

1 : ,\q}
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Example 9: Show that the order in which transformations are performed is importan
by applying the transformation of the triangle ABC by:

(1) Rotating by 45° about the origin and then translating in the direction of the vector
(1.0), and

(11) Translating first in the direction of the vector (1.0), and then rotating by 45° abou [

the origin, where A=(1. 0)B=(0.1)and C = (1. 1). \

Solution: We can represent the given triangle. as shown in Figure (a). in terms of

Homogeneous coordinates as:
F

101 B C(L1)
[ABC]= |0 11 C > \
111 A \((b

Figure (a)

Suppose the rotation is made in the counter clockwise direction. Then, the
transformation matrix for rotation, R ,, ., in terms of homogeneous coordinate syster

is given by:

Cos45°  Sin45° 0 /M2 1420
R,.=|-Sin45° Cos45°0| = |-1/2 142 0
0 0 1 0 0 1

and the Translation matrix. Ty. where V =11+ 07 1s:
1 00 100
T,=|010/={010
t, 1 100

tx by

X

where tz and ty 15 the translation factors in the x and y directions respectively.

1) Now the rotation followed by translation can be computed as:
V2 V20| Jroo V2 1V2 0
R, -Te= |-1/~2 1/¥20[. |o10] =[-1/2 1420
0 0 1 101 1 0 1

So the new coordinates A'B'C'of a given triangle ABC can be found as:

[A'B'C]=[ABC].R..T,

101 Y2 1420 (1 12 +1] 1/42 1
=lo11]. |42 142 0| = |42 +1) 142 1 1
111 1 0 1 1 J2oo1

implies that the given triangle A(1.0). B (0. 1) C (1, 1) be transformed into

A [L +1. L_] B' [_—1 +1. L] and C' (1. \E) respectively, as shown in

Page 12
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Figure (b).



B=Qﬁ.’

Figure (b) 4

Similarly. we can obtain the translation followed by rotation transformation as:

1007 ] 1/42 1/42 0 1/42 1420
T..R,. [010[.|-1/¥2 1/v2 0| =|-142 1420
101 0 0 1 1/42 1/42 1

And hence, the new coordinates A'B'C’ can be computed as:
[A'B'C’] = [ABC] T, R,

101 1/42 1/42 0 2/42 2/2 1
= lo11|.|-12 V2 0l=] 0 2/4/21 (IT)
111 1/42 1/42 1 1/42 3/42 1

Thus. 1 this case. the given triangle A(1.0). B(0. 1) and C(1.1) are transformed nto
p

1 3 ‘
V2 V2

A"(2/2.2/42) B"(0.2/42) and "

5
aA LE ]

respectively. as shown in

Figure (c).

Figure (c)

" By (I) and (II). we see that the two transformations do not commute. Page 13



Q.5. What are Bezier Curves? Briefly discuss their properties, with the help of the proof for each of the
property. How Bezier surfaces contributes to the world of computer games and simulations? Given pO0(1,
1); p1(2, 3); p2(4, 3); p3(3, 1) as vertices of Bezier Curve. Determine 3 points on Bezier Curve.

Ans:-BezierCurves:- Bezier curves are used in computer graphics to produce curves which appear reasonably
smooth at all scales. This spline approximation method was developed by French engineer Pierre Bgzier for
automobile body design. Bezier spline was designed in such a manner that they are very useful and confignient
for curve and surface design, and are easy to implement Curves are trajectories of moving pgints. r‘)§vill
specify them as functions assigning a location of that moving point (in 2D or 3D) to a paraggetera, i.e.,
parametric curves.

Curves are useful in geometric modeling and they should have a shape which has & d intuitive
relation to the path of the sequence of control points. One family of curves satisfying th§ requirement are
Bezier curve.

The Bezier curve require only two end points and other points that control the int tangent vector.

Bezier curve is defined by a sequence of N + 1 control points, PO, P4,. ‘ﬁ e defined the Bezier
curve using the algorithm (invented by DeCasteljeau), based on recursives splig the intervals joining the

sp%?s hich does not rely on any
jea® method is an algorithm which

consecutive control points. A purely geometric construction for Bezjg
polynomial formulation, and is extremely easy to understand. The Dé
performs repeated bi-linear interpolation to compute splines of any or8

Q

Properties of Bezier Curves:

A very useful property of a Bezier curve is that it always passe gh the first and last control points. That is,
the boundary conditions at the two ends of the curve are

P(0) = p0

P(1) =pn

Values of the parametric first derivatives of & Bezier curye at the end points can be calculated from control-
point coordinates as

P'(0) = —np0 + npl

P'(1) =-npn1+npn-

Thus, the slope at the beginning oj-ig cuf&s along the line joining the first two control points, and the slope
at the end of the curve is alo * ne ¢oining the last two endpoint. Similarly, the parametric second
derivatives of a Bezier curve at the'ggdpOints are calculated as

O
Q
>
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POy =nmn —D[(p, —pP,)— P — Pl
P”{]) = 11)11 - 1}[(pn—2 - Pu—l) - (pu—l _pn)]

Amnother important property of any Bezier curve is that it lies within the convex hull
(convex polygon boundary) of the control points. This follows from the properties of
Bezier blending functions: They are all positive and their sum is alwawvs 1.

> B, G0 =1
=0

so that any curve position is simply the weighted sum of the control-point positions.
The convex-hull property for a Bezier curve ensures that the polynomaial will not have
erratic oscillations.

- Ps
Pa g Pe g P e D1 P2
-
P2
®
Ps
Figure 13 (a): Shows closed Figure 13 (b): Shows that a Bezier curve can be made to
Bezier curve generated by specifyving the pass closer to a given coordinate position
first and last control points at the same location by assigning mulriple control peoints to
that position.
Note:
1) Generalising the idea of Bezier curve of degree at n based on control point
po,.....pn

P(0)= PO @

P(1) =pn

Values of parametric first derivates of Bezier ¢firve at the and points can be
calculated from control point

Coordinates as

P’(0) =-nP0 +n P1

P’(1) =-nPn-1 + nPn

Thus, the slope at the beginnin ve }8 along the line joining two control
points, and the slope at the end of e is along the line joining the last two
endpoints.

2) Convex hull: For 0<t < ezier curve lies entirely in the convex hull of its
control points. The con roperty for a Bezier curve ensures that

polynomial will not hal eryatic oscillation.

3) Bezier curves ﬁe E nt under affine transformations, but they are not invariant
under proje rmations.

4) The vector taRgent to the Bezier curve at the start (stop) is parallel to the line

connectin irst two (last two) control points.
5) Bezler s exhibit a symmetry property: The same Bezier curve shape is
obtew the control points are specified in the opposite order. The only

differ will be the parametric direction of the curve. The direction of

increasing parameter reverses when the control points are specified in the reverse
order.

6) Adjusting the position of a control point changes the shape of the curve in a
“predictable manner”. Intuitively, the curve “follows” the control point.

There is no local control of this shape modification. Every point on the curve (with
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the exception of the first and last) move whenever any interior control point is moved.
Following examples prove the discussed properties of the Bezier curves
Example 1: To prove: P (u=0) = p0

H

Solution: '.'P(u}=z piBn.i(u)
i=0
| =DPo Bpo()+p1Bpor () oo, Fpp Bnl) .o (1)
B, (u)= e, u(l-uw™’
)1
Byoo () =n. u’(1-u)* = 1 (d-uwf=(l-u
o (W) = n, v (1-u) EET Ld-vw'=(1-w
!
Boy(w=n.u(l-u ———— . (l—-u
e T T

We observe that all terms expect By, (u) have multiple of u' (i=0ton) using these
terms withu=01n (1) we get.

Pu=0)=po(1-0"+p;.0.(1-0""".n+0+0+...... +0

P (u=0)=pe Proved

Example 2 To prove P (1) =pa % S

Solution: As in the above case we find each term except B,,. ; (u) will have multiple
of (1 — 11) (1=0 ton) so using u= 1 will lead to result = 0 of all terms except of B,. ,

(u).

n!
B,.,u)=—u"({l - "=u"
) n! (n-n)! ( )
Plu-1)=pg.0+p.0+....... + Py. 1"
:pﬂ

o)
Prove: i B..i=1

Example 3: =0
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Solution: By simple arithmetic we know.
[(Il-w)+ul*=1"=1 ... ... (1)
expending LHS of (1) binomially we find
[(1-u)+ul"= e, (1-u)"+ ne U (1-u)P '+ e, w(l-u?2+ ...

u

n

— _ i n—i
= > e W (1)
i=0 '
L]

[(1-u)+u]"= Z Boi() oo (2)

i=0
by (1) & (2) we get

> Buiw=1
i=0

Bezier Surfaces Cont@on in Computer Games:
Two sets of Beziﬁr Eur an be used to design an object surface by specifying by an input mesh of control
points. The & ace is formed as the cartesian product of the blending functions of two Bézier curves.

Page 17
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P(u.v)= Z ij_kBj__m (v)B, , (2)

=0 k=0
with p,, specifying the location of the (m + 1) by (n + 1) control points.

The corresponding properties of the Bezier curve apply to the Bezier surface.

The surface does not in general pass through the control points except for the corners
of the control point grid.

The surface 1s contained within the convex hull of the control points.

Figures (a), (b), (c¢) illustrate Bezier surface plots. The control points are connected by
dashed lines. and the solid lines show curves of constant # and constant v. Each curve
of constant u is plotted by varying v over the interval from 0 to 1. with u fixed at one
of the values in this unit interval. Curves of constant v are plotted similarly.

Figure 18 (a) Figure 18 (b)
Bezier surfaces constructed for m=3. n=3. Bezier surfaces constructed for m=4. n=4.

Dashed lines connect the control points Dashed lines connect the control points.

Bound;’{v Line

L2 Figure 18 (c)

Composite Bezier surface constructed with two
Bezier sections. joined at the indicated boundary line.
The dashed lines connect specified control points.
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Given p0 (1, 1): pl (2, 3); p2 (4, 3); p3 (3, 1) as vertices of Bezier curve determine 3 points on Bezier
curve?
Solution: We know Cubic Bezier curve is

3

P(u)= Z piBs.; (W)

i=0
= P(uw)=pe(l —u)+ 3pru(l —u)2 + 3})211;: (I -u) +p3113

Pw=(1D1-u’ +32.3ul-u'+3@. 3’ (1-uw+@3. D'
we choose different values of u from 0 to 1.
u=0: PO)=(1.D)(1 —0)3+0+0+0=(1.1)

u=0.5: P(0.5)= (1. 1)(1-0.57+3(2.3)(0.5) (1 - 0.5)* + 3 (4. 3)(0.5)%(1 - 0.5)+(3.1)
(0.5)°
=(1.1) (0.5)° + (2. 3) (0.375) + (0.375) (4. 3) + (3. 1) (0.125)
=(0.125.0.125) + (0.75.1.125) + (1.5. 1.125) + (1.125. 0.125)
P(0.5)=(3.5.2.5)

u=1: P()=0+0+0+(3.1).1°
=(3.1)

Three points on Bezier curve are

':713); P (0.5) = (3.5, 2.5) and P (1) = (3, 1).

Q.6. Why do you need to"U8$g visible-surface detection in Computer Graphics? Explain Scan Line method
along with the algorith @ e visible-surface detection with the help of an example. How scan line
method is different t er method?

Ans-: Need fvj%»surface detection: As you know for the generation of realistic graphics display, hidden
surfaces an en IThes must be identified for elimination. For this purpose we need to conduct visibility tests.
t¥pto identify the visible surfaces or visible edges that are visible from a given viewpoint.
@re performed by making use of either i) object-space or ii) image-space or iii) both object-space
-Spaces. Object-space approaches use the directions of a surface normal w.r.t. a viewing direction to
detect a bgck face. Image-space approaches utilize two buffers: one for storing the pixel intensities and another
for upd@ting the depth of the visible surfaces from the view plane.
A method, which uses both object-space and image-space, utilizes depth for sorting (or reordering) of
surfaces. The methods in this category also use image-space for conducting visibility tests. While making
visibility tests, coherency property is utilized to make the method very fast.
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Scan _Line method: In contrast to z-buffer method, where we consider one surface at a time, scan-line method
deals with multiple surfaces. As it processes each scan-line at a time, all polygon intersected by that scan-line
are examined to determine which surfaces are visible. The visibility test involves the comparison of depths of
each overlapping surface to determine which one is closer to the view plane. If it is found so, then it is declared
as a visible surface and the intensity values at the positions along the scanline are entered into the refresh-
buffer. °

Assumptions: \,

1. Plane of projection is Z=0 plane.

2. Orthographic parallel projection.

3. Direction of projection, d = (0,0, -1)
4. Objects made up of polygon faces.

Scan-line algorithm solves the hidden- surface problem, one scan-line at a time, usua rocessing scan lines
from the bottom to the top of the display. The scan-line algorithm is a one-gime ersion of the depth -
Buffer. We require two arrays, intensity [X] & depth [x] to hold values for gsi s@g#-line.

>

O

Q
4
>

Syed Bilal Ali -9984736691, billu.hot3@gmail.com (Mca 5t Sem) MCS-052 Page 20




y-axis

e

Q1

vd

Pl P2

> x-axis

Figure 7
Here at Q;and Q, both polygons are active (i.e.. sharing).

Compare the z-values at Q; for both the planes (P; & P»). Let z,".z;”’ be the z-value
at Q; .corresponding to P;& P, polygon respectively.

Similarly
7, z,® are the z-values at Q,. corresponding to Py & P, polygon respectively.
=
Casel: z;V< 2,®
2,0<2,® [ D Q1.Q2 is filled with the color of P2.
-
Case2: z;P< ;¥ )
z,P<z,M - > Q1.Q2 is filled with the color of P2.

Case3: Intersection is taking place.

In this case we have to go back pixel by pixel and determine which plane is closer.
Then choose the color of the pixel.
Algorith nZine):
Foy€ach s ne perform step (1) through step (3).
all pixels on a scan-line, set depth [x]=1.0 (max value) & Intensity [x] = background-color.
2)N\gor each polygon in the scene, find all pixels on the current scan-line (say S1) that lies within the
polygon. For each of these x-values:
a. calculate the depth z of the polygon at (x,y)
b. if z < depth [x], set depth [x]=z & intensity corresponding to the polygon’s shading.
3) After all polygons have been considered, the values contained in the intensity array represent the
solution and can be copied into a frame-buffer.
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Advantages of Scan line Algorithm:
Here, every time, we are working with one-dimensional array, i.e., X[0...x_max] for color not a 2D-array as in
depth buffer algorithm.

scan line method is different to z-buffer method: In z-buffer algorithm every pixel position on the pyojection
plane is considered for determining the visibility of surfaces w. r. t. this pixel. On the other hand in sggn-line
method all surfaces intersected by a scan line are examined for visibility. The visibility test in z-puffer m8ghod

overlapping surface to determine which surface is nearest to the view-plane so that it is decla

Q.7. Explain the following terms in the context of computer Graphics using/Sgitable
mathematical equations or one example. (10 Marks) (b

Ans:- [
i) Depth Buffer Method: Depth-buffer method is a fast and simple te ni%fldentifying visible-surfaces.
This method is also referred to as the z-buffer method, since objec @ lagls Bually measured from the view
plane along the z-axis of a viewing system. This algorithm comparesSuffacg’ depths at each pixel position (X,y)
on the view plane. Here we are taking the following assumptio
O Plane of projection is z=0 plane
0 Orthographic parallel projection.

For each pixel position (x,y) on the view plane, the@ with the smallest zcoordinate at that position

is visible. For example, Figure 3 shows three surfaces nd S3, out of which surface S1 has the smallest
z-value at (x,y) position. So surface S1 is visiblgaat sition. So its surface intensity value at (x,y) is saved
in the refresh-buffer. &

51

\\ 52 A Y-axis
53

Display-screen X-axis

\\ (.3

Figure 3

Here the*Projection is orthographic and the projection plane is taken as the xy-plane. So, each (x,y,z) position on
the polygon surfaces corresponds to the orthographic projection point (x,y) on the projection plane. Therefore,
for each pixel position (X,y) on the view plane, object depth can be compared by comparing z-values, as shown
in Figure 3.

We summarize the steps of a depth-buffer algorithm as follows:

Syed Bilal Ali -9984736691, billu.hot3@gmail.com (Mca 5t Sem) MCS-052 Page 22




Given: A list of polygons {P1,P2,.....,Pn}.
Stepl: Initially all positions (X,y) in the depth-buffer are set to 1.0 (maximum depth) and the refresh-buffer is
initialized to the background intensity i.e.,
z-buffer(x,y):=1.0; and
COLOR(x,y):= Background color.
Step2: For each position on each polygon surface (listed in the polygon table) is then processed (scan-
converted), one scan line at a time. Calculating the depth (zvalue) at each (x,y) pixel position. The calgulated
depth is then compared to the value previously stored in the depth buffer at that position to deternyne visibMgy.
a) If the calculated z-depth is less than the value stored in the depth-buffer, the new depth valeg is stgred in
the depth-buffer, and the surface intensity at that position is determined and placed in the e (Xy)
location in the refresh-buffer, i.e.,
If z-depth< z-buffer(x,y), then set

z-buffer(x,y)=z-depth;
COLOR(x,y)=Isurf(x,y); // where lIsurf(x,y) is the projected intensity value of the p on surface Pi at pixel

position (X,y).
_ o
After all surfaces have been processed, the depth buffer contains depthAglud-for the visible surfaces and
the refresh-buffer contains the corresponding intensity values for tho

D

Example 1: How does the z-buffer algorithm determine which sMgfaces are hidden?

Solution: Z-buffer algorithm uses a two buffer area each of t @ pnensional array, one z-buffer which stores
the depth value at each pixel position (x,y), another frame phich stores the intensity values of the visible
surface. By setting initial values of the z-buffer to so number (usually the distance of back clipping
plane), the problem of determining which surfaces age clgser is reduced to simply comparing the present depth
values stored in the z-buffer at pixel (x,y) withythe*new Iculated depth value at pixel (x,y). If this new value
is less than the present z-buffer value, this v aced the value stored in the z-buffer and the pixel color
value is changed to the color of the new surface.

i) Area Subdivision Method ’

This method is essentially an ima3 @ e method but uses object-space operations reordering (or sorting) of
surfaces according to deptiyThis ma#hod takes advantage of area-coherence in a scene by locating those view
areas that represent part of le surface. In this method we successively subdivide the total viewing (screen)
area, usually a rectanc% w, into small rectangles until each small area is the projection of part of a

single visible surface 0 purface at all.
Assumptions:

] Plane of phgjectiaglis z=0 plane
"1 Orthographi®garallel projection
"1 Directi rdjection d=(0,0,-1)

he viewing (screen) area is a square
re made up of polygon faces.

Starting with the full screen as the initial area, the algorithm divides an area at each stage into 4 smaller area, as
shown in Figure 8, which is similar to quad-tree approach.
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S

Figure 8 (a) Initial area (b) 1% subdivision (c) 2" Subdivision (d) 3" Subdivision

y

Subdivision Algorithm

1) Initialize the area to be the whole screen.
2) Create a PVPL w.r.t. an area, sorted on zmin (the smallest z coordinate of the polygQn within the area). Place
the polygons in their appropriate categories. Remove polygons hidden by a surr i olygon and remove
disjoint polygons. %
3) Perform the visibility decision tests: ¢
a)If the list is empty, set all pixels to the background color. »
b) If there is exactly one polygon in the list and it is classifig ‘@ By secting (category 2 ) or contained
(category 3), color (scan-converter) the polygon, and color the @ Ing area to the background color.
c) If there is exactly one polygon on the list and it is rroundpig one, color the area the color of the
surrounding polygon.
d) If the area is the pixel (x,y), and neither a, b, n@ , compute the z coordinate z(x, y) at pixel

(x, y) of all polygons on the PVPL. The pixel is sat to the color of the polygon with the smallest z
coordinate.
4) If none of the above cases has occurred, subgih reen area into fourths.For each area, go to step 2.

Example 1: Suppose there are three polygon surfaees P,Q, R with vertices given by:
P: P1(1,1,1), P2(4,5,2), P3(5,2,5)

Q: Q1(2,2,0.5), Q2(3,3,1.75), Q3(6,1,0.

R: R1(0.5,2,5.5), R2(2,5,3), R3(4
Using the Area subdivision m
surfaces? Assume z=0 is t

h @ the three polygon surfaces P, Q, R obscures the remaining two
proje plane. Solution: Here, we have z=0 is the projection plane and P, Q, R
are the 3-D planes. We appii first three visibility decision tests i.e. (a), (b) and (c), to check the bounding
rectangles of all surfaces a he area boundaries in the xyplane. Using test 4, we can determine whether the
minimum depth of one, rrounding surface S is closer to the view plane.

iii) Basic Ra $ Algorithm:

The Hidd removal is the most complete and most versatile method for display of objects in a realistic

fash pncept is simply to take one ray at a time, emanating from the viewer’s eye (in perspective
OF from the bundle of parallel lines of sight (in parallel projection) and reaching out to each and
in the viewport, using the laws of optics.

If the ray encounters one or more objects, the algorithm filters out all but the nearest object, or when
there is an overlap or a hole, the nearest visible portion of all the objects along the line of sight. Depending on
the nature (attributes) of the surface specified by the user, the following effects are implemented, according to
rules of optics.

a) Reflection (according to the angle of incidence and reflectivity of the surface).
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b) Refraction (according to the angle of incidence and refraction index).
c) Display of renderings (texture or pattern as specified), or shadows (on the next nearest object or background)
involving transparency or opacity, as the case may be.

Figure illustrates some of the general principles of ray tracing.

B R
C
,
Transparency
=]
oV ,
Reflection &
Refraction
E
Figure 23
A ray starting at O hits the transparent glass plate P at at A. It gets refracted in the plate (indicated by
the kink within the plate thickness). The exitin s to hit the edge of the triangle T, and casts a shadow
on the opaque rectangular plate R at the point €. t of§he ray incident on the plate P gets reflected at A and

the reflected ray hits the elliptical object E at the poigt D."If P is a green glass plate, the exiting ray AC will be
assigned the appropriate green colour. If R@r E hdS a textured surface, the corresponding point C or D will be
given the attributes of the surface render}

If O is a point source of HOWi, the OC will locate the shadow of the point B on the edge of the
triangle T at the point C on the fferent locations of light sources may be combined with differing
view positions to improve the real the scene. The method is general also in the sense that it can apply to
curved surfaces as well made of flat polygonal segments. Because of its versatile and broad
applicability, it is a “brutef fofeg7” method, involving massive computer resources and tremendous computer

effort.

Algorithm @

Often, the bagic %u g algorithm is called a “recursive” (obtaining a result in which a given process repeats
itself an ar ber of times) algorithm. Infinite recursion is recursion that never ends. The ray tracing
algorithm, 1QQ cursive, but it is finitely recursive. This is important, because otherwise you would start an
ima ren and it would never finish!

algorithm begins, as in ray casting, by shooting a ray from the eye and through the screen,
determring all the objects that intersect the ray, and finding the nearest of those intersections. It then recurses
(or repeats itself) by shooting more rays from the point of intersection to see what objects are reflected at that
point, what objects may be seen through the object at that point, which light sources are directly visible from
that point, and so on. These additional rays are often called secondary rays to differentiate them from the
original, primary ray. As an analysis of the above discussion we can say that we pay for the increased features
of ray tracing by a dramatic increase in time spent with calculations of point of intersections with both the
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primary rays (as in ray casting) and each secondary and shadow ray. Thus achieving good picture quality, is not
an easy task, and it only gets more expensive as you try to achieve more realism in your image. One more
concept known as Antialiasing is yet to be discussed, which plays a dominant role in achieving the goal of
realism.

°
iv) Projections and its Types:

Given a 3-D object in a space, Projection can be defined as a mapping of 3-D object onto 2-D viewing sChgen.

Here, 2-D screen is known as Plane of projection or view plane, which constitutes the disp rfacg. The
mapping is determined by projection rays called the projectors. Geometric projections of oljects ar med by
the intersection of lines (called projectors) with a plane called plane of projection /view p jectors are

lines from an arbitrary point, called the centre of projection (COP), through each point in af object. Figure 1
shows a mapping of point P(x,y,z) onto its image P'(x’,y’,z’) in the view plane. A

N vy 4
’ P(x.v.z)
ﬂ Projector
> X
z
Figure 1
There are projection type: )

Taxonomy of Projegtion

O
Q
>
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P]‘OjeCtiOIl Transformatic

&
Perspective (Rays from the Parallel (Rays from the
object converges at the COP) object are parallel)

¥ J
\J J J \J )

Single-point Two-point Three-point

~ N _ intersect
\L view plane not perpendicularly)
Multiview (view plane Axonometric (vie plane not TR .
parallel to principal axes) parallel to principal axes) Cavalier Cabinet

J N
N N 2 2

Isometric Diametric Trimetric

Top Bottom  Front Rear Right-Side I eft-Side

Figure 3: Taxonomy of projection

</

Parallel Projection: Parallel projection methg, e uset\oy engineers to create working drawings of an object
which preserves its true shape. In the case o pr@jection the rays from an object converge at infinity,
unlike the perspective projection where the rays f an object converse at a finite distance (called COP).

©
O
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Direction of projection

> 4

P, (x.v.2)

. ~

v

Figure 5: Parallel pro; ection

which is commonly used for engineering drawmgs Thewdctyally show the ‘true’ size and shape of a single

Orthographic and Oblique Projections: Orthographic )}:@a Is the simplest form of parallel projection,
plane face of a given object.

= RPE DU, -
PRZJEC TOMS
—n BE

Figure 6: Orthographic and oblique projection
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Examplel: Derive the general transformation of parallel projection onto the xy-plane in the direction of
projection d=al+bJ+cK.

Solution: The general transformation of parallel projection onto the xy-plane in the direction of projection
d=al+bJ+cK, is derived as follows(see Figure a):

Let P(x,y,z) be an object point, projected to P’(x’,y’,z’) onto the z’=0 plane. From Figure (a) we segthat the
vectors d and PP’ have the same direction. This means that

PP’=k.d , comparing components, we have: \«
x’-x=Kk.a
y’-y=k.b

z’-z=k.c
Since z’=0 on the projection plane, we get k=-z/c.

Thus,

X’=x-a.z/c \
y’=y-b.z/c (b
z2’=0 [ \

Q.8. Compare and contrast the following:

i) Interlaced and progressive scan
i) Compression and decompression in digital video
iii) Hypermedia and hypertext

iv) Types of Bitmap and Vector graphics
v) Ray tracing and Ray casting

Ans:-

)] Interlaced and progressive scan

Interlaced Scan:

Interlace is a technique of improving the p\cture quality of a video transmission without consuming any extra

bandwidth. It was invented by the & mjcer Randall Ballard in the late 1920s . It was universally used in

television until the 1970s, whep ‘@ 8ds o) computer monitors resulted in the reintroduction of progressive

scan. While interlace can improveN§ge rgsolution of still images, on the downside, it causes flicker and various

kinds of distortion. Interl is stilp”used for all standard definition TVs, and the 10801 HDTV broadcast

standard, but not for LCD, irror (DLP, or plasma displays).

These devices require of deinterlacing which can add to the cost of the set. 56 With progressive

scan, an image is capt@wéd )transmitted and displayed in a path similar to the text on a page: line by line, from

top to bottom. Th e d scan pattern in a CRT (cathode ray tube) display would complete such a scan too,

but only for% nd line and then the next set of video scan lines would be drawn within the gaps between
he

the lines of t vious scan. Such scan of every second line is called a field.
Pr Si an
Pr scan is used for most CRT computer monitors. (Other CRT-type displays, such as televisions,

typic use interlacing.) It is also becoming increasingly common in high-end television equipment.
Advantages of progressive scan include:
» Increased vertical resolution. The perceived vertical resolution of an interlaced image is usually
equivalent to multiplying the active lines by about 1.6
* No flickering of narrow horizontal patterns
» Simpler video processing equipment
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» Easier compression

i) Compression and decompression in digital video

Compression °
Compression is a reversible conversion of data to a format that requires fewer bits, usually performed so ahat the
data can be stored or transmitted more efficiently. The size of the data in compressed form (C) Iativ&the
original size (O) is known as the compression ratio (R=C/O). If the inverse of the process, mprgssion,
produces an exact replica of the original data then the compression is lossless.
Lossy compression, usually applied to image data, does not allow reproduction of an lica of the
original image, but has a higher compression ratio. Thus, lossy compression allows only arapproximation of

the original to be generated.
Compression is analogous to folding a letter before placing it in a small enWglope so that it can be

transported more easily and cheaply ( as shown in the figure). Compressedadat the folded letter, is not
easily read and must first be decompressed, or unfolded, to restore it to igs oMgin rm. The success of data
compression depends largely on the data itself and some data types are igherptly more compressible than
others. Generally some elements within the data are more co thers and most compression
algorithms exploit this property, known as redundancy. The greaterAf @ flancy within the data, the more
successful the compression of the data is likely to be. Fortynately, \@igital video contains a great deal of
redundancy and thus, is very suitable for compression.

Decompression

A device (software or hardware) that compresses data is W as an encoder or coder, whereas a device
that decompresses data is known as a decoder. A devi cts as both a coder and decoder is known as a
codec. Compression techniques used for digital vide e categorised into three main groups:

» General purpose compression techniqu e uskd for any kind of data.

* Intra-frame compression technigques w: ag®s. Intra-frame compression is compression applied to
still images, such as photographs and diagre#rs, and exploits the redundancy within the image, known as
spatial redundancy. Intraframe cgmpression techniques can be applied to individual frames of a video
sequence.

Inter-frame compression techni
relatively little changes from oné
between successive framegfknown
the sequence.

Rk image sequences rather than individual images. In general,
ef frame to the next. Interframe compression exploits the similarities
g% temporal redundancy, to reduce the volume of data required to describe

iii) Hypermedia and h@xt
Hypertext - Hypertaxt'¥8€onceptually the same as a regular text - it can be stored, read, searched, or edited -
with an impégarfteigference: hypertext is text with pointers to other text. The browsers let you deal with the
pointers in a tr arent way -- select the pointer, and you are presented with the text that is pointed to.

A f presenting information online with connections between one piece of information and another.
Th 0 ons are called hypertext links. Thousands of these hypertext links enable you to explore
ad il r related information throughout the online documentation. See also hypertext link.

computing, hypertext is a user interface paradigm for displaying documents which, according to an

early definition (Nelson 1970), “branch or perform on request.” The most frequently discussed form of
hypertext document contains automated cross-references to other documents called hyperlinks. Selecting a
hyperlink causes the computer to display the linked document within a very short
period of time.
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Hypermedia - Hypermedia is a superset of hypertext. Hypermedia documents contain links not only to other
pieces of text, but also to other forms of media - sounds, images, and movies. Images themselves can be
selected to link to sounds or documents. Hypermedia simply combines hypertext and multimedia.

Hypermedia is a term created by Ted Nelson in 1970. It used as a logical extension of the term
hypertext, in which graphics, audio, video, plain text and hyperlinks intertwine to create a generally non-linear
medium of information. This contrasts with multimedia, which, although often capable of random gccess in
terms of the physical medium, is essentially linear in nature. The difference should also be notgg with
hypergraphics or super-writing which is a Lettrist form from the 1950s which systemises cr tivit)&ass
disciplines.

A classic example of hypermedia is World Wide Web, whereas, a movie on a CD or
of standard multimedia. The difference between the two can (and often do) blur depending
technological medium is implemented. The first hypermedia system was the Aspen Movie M

iv) Types of Bitmap and Vector graphics \

Bitmap Graphics: The information below describes bitmap data. Bitmag % a collection of bits that

particular

form an image. The image consists of a matrix of individual dots (or hat have their own colour
described using bits.
Lets take a look at a typical bitmap image to demonstrate the princi

A

To the left you see an image and'% ght"a 250 percent enlargement of the top of one of the mountains. As
you can see, the image coggists of dreds of rows and columns of small elements that all have their own
colour. One such element i ed a pixel. The human eye is not capable of seeing each individual pixel so we
perceive a picture with sm radations. Application of the image decides the number of pixels you need to
get a realistic looking ¥négs.

4
>
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Types of Bitmap Images

Bitmap images can contain any number of colours but we distinguish between four
main categories:

1) Line-art: These are images that contain only two colours. usually black and
white.

2) Grayscale images. which contain various shades of grey as well as pure black and
white.
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3) Multitones: Such images contain shades of two or more colours.

4) Full colour images: The colour information can be described using a number of
colour spaces: RGB, CMYK for instance.

Vector Graphics

Vector graphics are images thg entibely described using mathematical definitions. The image below

phe image itself and to the right you see the actual lines that make up the

drawing.

Each individual line is made up a large number of small lines that interconnect a large number of or, just a few
control points that are connected using Bezier curves. It is this latter method that generates the best results and

that is used by most drawing programs.
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using straight lines. To the right, you see the same circle that is now drawnJJ I (nodes) only.

This drawing demonstrates the two principles. To the left a circle is formedw a number of points
S

v) Ray tracing and Ray casting : \«

Ray tracing is a method of generating realistic images by compu h the paths of individual rays of
light are followed from the viewer to their points of origin”., Where casting only concerns itself with
finding the visible surfaces of objects, ray tracing takes that steps’further and actually tries to determine

what each visible surface looks like.

Ray tracing: Ray tracing is an exercise performed to atfai
is a global illumination based rendering method useddor
computer. Ray tracing is closely allied to, and | extelM®pn of, ray-casting, a common hidden-surface removal
method. It tries to mimic actual physical effe latgtl with the propagation of light. Ray tracing handles
shadows, multiple specular reflections, and text apping in a very easy straight-forward manner. So, the
crux is “Ray tracing is a method of generd\ing realistic images by computer, in which the paths of individual
rays of light are followed from the \d their points of origin”. Any program that implements this method
of ray tracing is ray tracer. One @ @ghime ddvantages of method of Ray tracing is, it makes use of the actual
physics and mathematics behind 4@ ThUs the images produced can be strikingly, life-like, or “photo-
realistic”.
Ray casting :Ray casting js% method in which the surfaces of objects visible to the camera are found by
throwing (or casting) réé t from the viewer into the scene. The idea behind ray casting is to shoot rays
e

@realism in a scene. In simple terms Ray Tracing
roducing views of a virtual 3-dimensional scene on a

from the eye, one per d find the closest object blocking the path of that ray — think of an image as a
screen-door, with eagh re in the screen being a pixel. This is then the object the eye normally sees through
that pixel. Usi aterial properties and the effect of the lights in the scene, this algorithm can determine
the shadingwbject. The simplifying assumption is made that if a surface faces a light, the light will reach
that surface agd Wot be blocked or in shadow. The shading of the surface is computed using traditional 3D
co ercs shading models. Ray casting is not a synonym for ray tracing, but can be thought of as an
ab nd significantly faster, version of the ray tracing algorithm. Both are image order algorithms used in
compytepAgraphics to render three dimensional scenes to two dimensional screens by following rays of light

Methods from the eye of the observer to a light source. Although ray tracing is similar to ray casting, it may be

better thought of as an extension of ray casting we will discuss this in the next topic under this section.
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